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Abstract. Hyperproperties generalize trace properties by expressing re-
lations between multiple computations. Hyperpropertes include policies
from information-flow security, like observational determinism or non-
interference, and many other system properties including promptness
and knowledge. In this paper, we give an overview on the model check-
ing problem for temporal hyperlogics. Our starting point is the model
checking algorithm for HyperLTL, a reduction to Büchi automata empti-
ness. This basic construction can be extended with propositional quan-
tification, resulting in an algorithm for HyperQPTL. It can also be ex-
tended with branching time, resulting in an algorithm for HyperCTL∗.
However, it is not possible to have both extensions at the same time:
the model checking problem of HyperQCTL∗ is undecidable. An at-
tractive compromise is offered by MPL[E], i.e., monadic path logic ex-
tended with the equal-level predicate. The expressiveness of MPL[E] falls
strictly between that of HyperCTL∗ and HyperQCTL∗. MPL[E] sub-
sumes both HyperCTL∗ and HyperKCTL∗, the extension of HyperCTL∗

with the knowledge operator. We show that the model checking problem
for MPL[E] is still decidable.

1 Introduction

In recent years, the linear-time and branching-time temporal logics have been
extended to allow for the specification of hyperproperties [3,11,8,5,7]. Hyper-
properties are a generalization of trace properties. Instead of properties of indi-
vidual computations, hyperproperties express relations between multiple com-
putations [4]. This makes it possible to reason uniformly about system properties
like information flow, promptness, and knowledge.

In model checking, hyperproperties have played a significant role even before
these new logics became available. An early insight was that the verification of a
given system against properties that refer to multiple traces can be reduced to the
verification of a modified system against properties over individual traces. The
idea is to self-compose the given system a sufficient number of times. The result-
ing traces contain in each position a tuple of observations, each resulting from a
different computation of the system. With this principle, certain hyperproperties
like observational determinism and noninterference can be verified using model
checking algorithms for standard linear and branching-time logics [13,1,18].
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The development of new logics specifically for hyperproperties considerably
broadened the range of hyperproperties that can be checked automatically. Hy-
perLTL is an extension of linear-time temporal logic (LTL) with quantifiers over
trace variables, which allow the formula to refer to multiple traces at the same
time. For example, noninterference [12] between a secret input h and a public
output o can be specified in HyperLTL by requiring that all pairs of traces π
and π′ that have, in every step, the same inputs except for h (i.e., all inputs in
I \ {h} are equal on π and π′) also have the same output o at all times:

∀π.∀π′. G
( ∧
i∈I\{h}

iπ = iπ′
)
⇒ G (oπ = oπ′)

By combining universal and existential quantification, HyperLTL can also ex-
press properties like generalized noninterference (GNI) [15], which requires that
for every pair of traces π and π′, there is a third trace π′′ that agrees with π on
h and with π′ on o:

∀π.∀π′.∃π′′. G (hπ = hπ′′) ∧ G (oπ′ = oπ′′)

HyperLTL is the starting point of an entire hierarchy of hyperlogics, depicted
in Fig. 1 and analyzed in detail in [5]. The hyperlogics are obtained from their
classic counterparts with two principal extensions. The temporal logics LTL,
QPTL, and CTL∗ are extended with quantifiers and variables over traces or
paths, such that the formula can refer to multiple traces or paths at the same
time; the first-order and second-order logics FO, S1S, MPL, and MSO are ex-
tended with the equal-level predicate E, which indicates that two points happen
at the same time (albeit possibly on different computations of the system).

A key limitation of HyperLTL, as first pointed out by Bozzelli et al. [2], is
that it is not possible to express promptness requirements, which say that there
should exist a common deadline over all traces by which a certain eventuality
is satisfied. Such properties can be expressed in FO[<,E], monadic first-order
logic of order extended with the equal-level predicate. FO[<,E] is subsumed by
the temporal logic HyperQPTL, which extends HyperLTL with quantification
over propositions. The following HyperQPTL formula specifies the existence of
a common deadline over all traces by which a certain predicate p must become
true on all traces. The quantification over the proposition d, which expresses the
common deadline, introduces a valuation of d that is independent of the choice
of trace π:

∃d.∀π.¬d U (pπ ∧ F d)

HyperQPTL captures the ω-regular hyperproperties [9]. Even more expressive
is S1S[E], monadic second order logic with one successor equipped with the
equal-level predicate. While the model checking problem of HyperQPTL is still
decidable, it becomes undecidable for S1S[E]. This is different from the case
of trace properties, where S1S is equally expressive to QPTL, and both have
decidable model checking problems.

Extending HyperLTL to branching time leads to the temporal logic Hyper-
CTL∗ [3], which has the same syntax as HyperLTL, except that the quantifiers
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Fig. 1: The hierarchy of hyperlogics [5]: (a) linear time, (b) branching time.

refer to paths, rather than traces, and that path quantifiers may occur in the
scope of temporal modalities. HyperCTL∗ is subsumed by monadic path logic
equipped with the equal-level predicate (MPL[E]), which is a second-order logic
where second-order quantifiers are restricted to full computation paths. MPL[E]
in turn is contained in HyperQCTL∗, the extension of HyperCTL∗ with proposi-
tional quantification. HyperQCTL∗ is as expressive as full monadic second-order
logic with the equal-level predicate (MSO[E]) [5].

In this paper, we study this hierarchy of logics from the perspective of the
model checking problem. Our starting point is the model checking algorithm for
HyperLTL, which reduces the model checking problem to the language empti-
ness problem of a Büchi automaton [10]. The construction is similar to the idea
of self-composition in that for every trace variable a separate copy of the sys-
tem is introduced. Quantifiers are then eliminated by existential and universal
projection on the language of the automaton. This basic construction can be
extended with propositional quantification, which is also handled by projection.
The construction can also be extended to branching time, by tracking the pre-
cise state of each computation, rather than just the trace label. However, it is
not possible to implement both extensions at the same time: the model checking
problem of HyperQCTL∗ is undecidable [5].

The undecidability of HyperQCTL∗ is unfortunate, because many interesting
properties, such as branching-time knowledge, can be expressed in HyperQCTL∗,
but not in HyperCTL∗. It turns out, however, that MPL[E], whose expressive-
ness lies strictly between HyperCTL∗ and HyperQCTL∗, still has a decidable
model checking problem. As the only original contribution of this paper (ev-
erything else is based on previously published results), we present the first
model checking algorithm for MPL[E]. MPL[E] is a very attractive compro-
mise. MPL[E] subsumes both HyperCTL∗ and HyperKCTL∗ [5], the extension
of HyperCTL∗ with the knowledge operator.
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2 HyperLTL

HyperLTL is a generalization of linear-time temporal logic (LTL). We quickly
review the syntax and semantics of LTL and then describe the extension to
HyperLTL. Let AP be a finite set of atomic propositions. A trace over AP is a
map t : N → 2AP, denoted by t(0)t(1)t(2) · · · . Let (2AP)ω denote the set of all
traces over AP.

LTL. The formulas of linear-time temporal logic (LTL) [16] are generated by
the following grammar:

ϕ ::= a | ¬ϕ | ϕ ∧ ϕ | Xϕ | ϕUϕ

where a ∈ AP is an atomic proposition, the Boolean connectives ¬ and ∧ have
the usual meaning, X is the temporal next operator, and U is the temporal
until operator. We also consider the usual derived Boolean connectives, such
as ∨, →, and ↔, and the derived temporal operators eventually Fϕ ≡ ttUϕ,
globally Gϕ ≡ ¬F¬ϕ, and weak until : ϕW ψ ≡ (ϕUψ)∨Gϕ. The satisfaction
of an LTL formula ϕ over a trace t at a position i ∈ N, denoted by t, i |= ϕ, is
defined as follows:

t, i |= a iff a ∈ t(i),
t, i |= ¬ϕ iff t, i 6|= ϕ,
t, i |= ϕ1 ∧ ϕ2 iff t, i |= ϕ1 and t, i |= ϕ2,
t, i |= Xϕ iff t, i+ 1 |= ϕ,
t, i |= ϕ1Uϕ2 iff ∃k ≥ i : t, k |= ϕ2 ∧ ∀i ≤ j < k : t, j |= ϕ1.

We say that a trace t satisfies a sentence ϕ, denoted by t |= ϕ, if t, 0 |= ϕ. For
example, the LTL formula G (a → F b) specifies that every position in which a
is true must eventually be followed by a position where b is true.

HyperLTL. The formulas of HyperLTL [3] are generated by the grammar

ϕ ::=∃π. ϕ | ∀π. ϕ | ψ
ψ ::= aπ | ¬ψ | ψ ∧ ψ | Xψ | ψUψ

where a is an atomic proposition from a set AP and π is a trace variable from
a set V. Further Boolean connectives and the temporal operators F , G , and W
are derived as for LTL. A sentence is a closed formula, i.e., the formula has no
free trace variables.

The semantics of HyperLTL is defined with respect to a trace assignment, a
partial mapping Π : V → (2AP)ω. The assignment with empty domain is denoted
by Π∅. Given a trace assignment Π, a trace variable π, and a trace t, we denote
by Π[π → t] the assignment that coincides with Π everywhere but at π, which is
mapped to t. The satisfaction of a HyperLTL formula ϕ over a trace assignment
Π and a set of traces T at a position i ∈ N, denoted by T,Π, i |= ϕ, is defined
as follows:
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T,Π, i |= aπ iff a ∈ Π(π)(i),
T,Π, i |= ¬ψ iff T,Π, i 6|= ψ,
T,Π, i |= ψ1 ∧ ψ2 iff T,Π, i |= ψ1 and T,Π, i |= ψ2,
T,Π, i |= Xψ iff T,Π, i+ 1 |= ψ,
T,Π, i |= ψ1 Uψ2 iff ∃k ≥ i : T,Π, k |= ψ2

∧∀i ≤ j < k : T,Π, j |= ψ1,
T,Π, i |= ∃π. ϕ iff ∃t ∈ T : T,Π[π → t], i |= ψ,
T,Π, i |= ∀π. ϕ iff ∀t ∈ T : T,Π[π → t], i |= ψ.

We say that a set T of traces satisfies a sentence ϕ, denoted by T |= ϕ, if
T,Π∅, 0 |= ϕ.

System properties. A Kripke structure is a tuple K = (S, s0, δ,AP, L) consisting
of a set of states S, an initial state s0, a transition function δ : S → 2S , a set
of atomic propositions AP, and a labeling function L : S∗ → 2AP that assigns a
set of atomic propositions that are true after a given sequence of states has been
traversed. We require that each state has a successor, that is δ(s) 6= ∅, to ensure
that every execution of a Kripke structure can always be continued to infinity.
In a finite Kripke structure, S is a finite set. We furthermore assume that in a
finite Kripke structure, L only depends on the last state, so that L can also be
given as a function S → 2AP.

A path of a Kripke structure is an infinite sequence s0s1 . . . ∈ Sω such that s0
is the initial state of K and si+1 ∈ δ(si) for all i ∈ N. By Paths(K, s), we denote
the set of all paths of K starting in state s ∈ S. A trace of a path σ = s0s1 . . .
is a sequence of labels l0l1 . . . with li = L(s0s1 . . . si) for all i ∈ N. Tr(K, s)
is the set of all traces of paths of a Kripke structure K starting in state s. A
Kripke structure K with initial state s0 satisfies an LTL formula ϕ, denoted
by K |= ϕ iff for all traces π ∈ Tr(K, s0), it holds that π |= ϕ. Likewise, the
Kripke structure satisfies a HyperLTL formula ϕ, also denoted by K |= ϕ, iff
Tr(K, s0) |= ϕ.

Model checking. The HyperLTL model checking problem is to decide, for a given
finite Kripke structure K and a given HyperLTL formula ψ, whether or not
K |= ψ. The following basic construction (described in more detail in [10])
reduces the model checking problem to the language emptiness problem of a
Büchi automaton: the given Kripke structure satisfies the formula if and only if
the language of the resulting automaton is empty.

The construction starts by negating ψ, so that it describes the existence of
an error. Since we assume that a HyperLTL formula begins with a quantifier
prefix, this means that we dualize the quantifiers and then negate the inner
LTL formula. Let us assume that the resulting HyperLTL formula has the form
Qnπn−1Q2πn−1 . . . Q1π1. ϕ where Q1, Q2, . . . Qn are trace quantifiers in {∃,∀}
and ϕ is a quantifier-free formula over atomic propositions indexed by trace
variables {π1, . . . πn}.

Similar to standard LTL model checking, we convert the LTL formula ϕ
into an equivalent Büchi automaton A0 over the alphabet (2AP)n. Each letter
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is a tuple of n sets of atomic propositions, where the ith element of the tuple
represents the atomic propositions of trace πi.

Next, the algorithm eliminates the quantifiers. For this purpose, it carries
out n steps that each eliminate one component from the tuple of the input al-
phabet. In the ith step, we eliminate the ith component, corresponding to trace
variable πi. Let us consider the ith step. Over the previous steps, the automaton
Ai−1 over alphabet (2AP)(n−i) has been constructed, and now the first com-
ponent of the tuple corresponds to πi. If the trace quantifier Qi is existential,
we intersect Ai−1 with the Kripke structure K so that, in the sequence of let-
ters, the first component of the tuple is chosen consistently with some path in
K. Subsequently, we eliminate the first component of the tuple by existential
projection on the automaton. If Qi is universal, then we combine Ai−1 with the
Kripke structure K so that only sequences in which the first component is chosen
consistently with some path in K need to be accepted by Ai−1. Subsequently,
we eliminate the first component of the tuple by universal projection on the
automaton. This results in the next automaton Ai.

After n such steps, all quantifiers have been eliminated and the language
of the resulting automaton is over the one-letter alphabet (consisting of the
empty tuple). The HyperLTL formula is satisfied if and only if the language of
automaton An is empty.

3 HyperQPTL

HyperQPTL [17,5] extends HyperLTL with quantification over atomic proposi-
tions. To easily distinguish quantification over traces ∃π,∀π and quantification
over propositions ∃p,∀p, we use boldface for the latter. The formulas of Hyper-
QPTL are generated by the following grammar:

ϕ ::=∃π. ϕ | ∀π. ϕ | ψ | ∃p. ϕ | ∀p. ϕ | ψ
ψ ::= aπ | p | ¬ψ | ψ ∧ ψ | Xψ | Fψ

where a, p ∈ AP and π ∈ V. The semantics of HyperQPTL corresponds to the
semantics of HyperLTL with additional rules for propositional quantification:

T,Π, i |= ∃q. ϕ iff ∃t ∈ (2{q})ω. T,Π[πq 7→ t], i |= ϕ

T,Π, i |= ∀q. ϕ iff ∀t ∈ (2{q})ω. T,Π[πq 7→ t], i |= ϕ

T,Π, i |= q iff q ∈ Π(πq)(i).

Expressiveness. As discussed in the introduction, HyperQPTL can express prompt-
ness [14], which states that there is a bound, common for all traces, until which
an eventuality has to be fulfilled. Another common type of property that can be
expressed in HyperQPTL is knowledge. Epistemic temporal logics extend tem-
poral logics with a so-called knowledge operator KAϕ, denoting that an agent A
knows ϕ. HyperQPTL can be extended to HyperQPTLK as follows [17]:

T,Π, i |= KA,πϕ iff ∀t′ ∈ T.Π(π)[0, i] =A t
′[0, i]→ T,Π[π 7→ t′], i |= ϕ
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In this definition, t[0, i] denotes the prefix of a trace t up to position i. Two
sequences t, t′ are equivalent with respect to agent A, denoted by t = At′, if
A cannot distinguish t and t′. We assume that A is given as a set of atomic
propositions A ⊆ AP. Then t =A t′ holds if t and t′ agree on all propositions
in A.

As shown in [17], the knowledge operator can be eliminated, resulting in an
equivalent HyperQPTL formula. The idea is to replace an application of the
knowledge operator KA,πψ with an existentially quantified proposition u and
add the following requirement to ensure that u is only true at positions where
the knowledge formula is satisfied:

∀r. ∀π′. ((r U (u ∧ r ∧ ¬r)) ∧ (r → Aπ = Aπ′)→ (r ∧ ¬r → ψ[π′/π]))

In this definition, Aπ = Aπ′ is an abbreviation for the conjunction over all
propositions in A that ensures that each proposition has the same value in π
and in π′. For each position where the knowledge formula is claimed to be true,
the universally quantified proposition r changes from true to false at exactly that
position, thus marking the prefix leading to this point. The knowledge formula
is then true iff ψ holds on all traces π′ that agree with respect to A on the prefix.

HyperQPTL is also strictly more expressive than FO[<,E], the extension of
the first-order logic of order with the equal-level predicate E [5]. Given a set V1
of first-order variables, the formulas ϕ of FO[<,E] are generated by the following
grammar [11]:

ϕ ::= ψ | ¬ϕ | ϕ1 ∨ ϕ2 | ∃x.ϕ
ψ ::= Pa(x) | x < y | x = y | E(x, y),

where a ∈ AP and x, y ∈ V1. We interpret FO[<,E] formulas over a set of traces
T . We assign first-order variables to elements from the domain T ×N. We define
the satisfaction relation T,V1 |= ϕ with respect to a valuation V1 assigning all
free variables in V ′1 as follows:

T,V1 |= Pa(x) iff a ∈ t(n) where (t, n) = V1(x)

T,V1 |= x < y iff t1 = t2 ∧ n1 < n2 where (t1, n1) = V1(x) and (t2, n2) = V1(y)

T,V1 |= x = y iff V1(x) = V1(y)

T,V1 |= E(x, y) iff n1 = n2 where (t1, n1) = V1(x) and (t2, n2) = V1(y)

T,V1 |= ¬ϕ iff T,V1 6|= ϕ

T,V1 |= ϕ1 ∨ ϕ2 iff T,V1 |= ϕ1 or T,V1 |= ϕ2

T,V1 |= ∃x.ϕ iff ∃(t, n) ∈ T × N.
T,V1[x 7→ (t, n)] |= ϕ,

where V1[x 7→ v] updates a valuation. A trace set T satisfies a closed FO[<,E]
formula ϕ, written T |= ϕ, if T, ∅ |= ϕ, where ∅ denotes the empty valuation.

Model checking. The only required modification to the model checking algorithm
described in Section 2 is the treatment of the propositional quantifiers. Since the
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valuation of the propositions is not restricted by the given Kripke structure, we
omit the intersection with the Kripke structure for quantified propositions, and
instead eliminate the quantifier by existential or universal projection only.

4 Beyond HyperQPTL

The model checking problems of linear-time hyperlogics beyond HyperQPTL
quickly become undecidable. Two examples of such logics are HyperQPTL+ and
S1S[E].

HyperQPTL+. HyperQPTL+ [9] differs from HyperQPTL in the role of the
propositional quantification. Rather than interpreting the quantified proposi-
tions with an additional sequence of values, HyperQPTL+ modifies the inter-
pretation on the existing traces. The syntax of HyperQPTL+ is thus slightly
simpler, because also the quantified propositions appear indexed with trace vari-
ables:

ϕ ::= ∀π. ϕ | ∃π. ϕ | ∀a. ϕ | ∃a. ϕ | ψ
ψ ::= aπ | ¬ψ | ψ ∨ ψ | Xψ | Fψ .

In the semantics, the rules for propositional quantification are changed accord-
ingly:

T,Π, i |= ∃a. ϕ iff ∃T ′ ⊆ (2AP)ω. T ′ =AP\{a} T ∧ T ′, Π, i |= ϕ

T,Π, i |= ∀a. ϕ iff ∀T ′ ⊆ (2AP)ω. T ′ =AP\{a} T → T ′, Π, i |= ϕ .

S1S[E]. S1S[E] is monadic second-order logic with one successor (S1S) extended
with the equal-level predicate. Let V1 = {x1, x2, . . .} be a set of first-order vari-
ables, and V2 = {X1, X2, . . .} a set of second-order variables. The formulas ϕ of
S1S[E] are generated by the following grammar:

τ ::= x | min(x) | Succ(τ)

ϕ ::= τ ∈ X | τ = τ | E(τ, τ) | ¬ϕ | ϕ ∨ ϕ | ∃x.ϕ | ∃X.ϕ,

where x ∈ V1 is a first-order variable, Succ denotes the successor relation, and
min(x) indicates the minimal element of the traces addressed by x. Furthermore,
E(τ, τ) is the equal-level predicate and X ∈ V2 ∪ {Xa | a ∈ AP}. We interpret
S1S[E] formulas over a set of traces T . As for FO[<,E], the domain of the
first-order variables is T × N. Let V1 : V1 → T × N and V2 : V2 → 2(T×N) be
the first-order and second-order valuation, respectively. The value of a term is
defined as follows:

[x]V1 = V1(x)

[min(x)]V1 = (proj 1(V1(x)), 0)

[S(τ)]V1 = (proj 1([τ ]V1), proj 2([τ ]V1) + 1),
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where proj 1 and proj 2 denote the projection to the first and second component,
respectively. Let ϕ be an S1S[E] formula with free first-order and second-order
variables V ′1 ⊆ V1 and V ′2 ⊆ V2 ∪ {Xa | a ∈ AP}, respectively. We define the
satisfaction relation T,V1,V2 |= ϕ with respect to two valuations V1,V2 assigning
all free variables in V ′1 and V ′2 as follows:

T,V1,V2 |= τ ∈ X iff [τ ]V1 ∈ V2(X)

T,V1,V2 |= τ1 = τ2 iff [τ1]V1 = [τ2]V1

T,V1,V2 |= E(τ1, τ2) iff proj 2([τ1]V1) = proj 2([τ2]V1)

T,V1,V2 |= ¬ϕ iff T,V1,V2 6|= ϕ

T,V1,V2 |= ϕ1 ∨ ϕ2 iff T,V1,V2 |= ϕ1 or T,V1,V2 |= ϕ2

T,V1,V2 |= ∃x.ϕ iff ∃(t, n) ∈ T × N.
T,V1[x 7→ (t, n)],V2 |= ϕ

T,V1,V2 |= ∃X.ϕ iff ∃A ⊆ T × N.
T,V1,V2[X 7→ A] |= ϕ,

where Vi[x 7→ v] updates a valuation. A trace set T satisfies a closed S1S[E]
formula ϕ, written T |= ϕ, if T, ∅,V2 |= ϕ, where ∅ denotes the empty first-order
valuation and V2 assigns each free Xa in ϕ to the set {(t, n) ∈ T ×N | a ∈ t[n]}.

Model checking. The model checking problems of HyperQPTL+ and S1S[E] are
both undecidable, as shown in [9] and [5], respectively.

5 HyperCTL∗

Extending the path quantifiers of CTL∗ by path variables leads to the logic
HyperCTL∗, which subsumes both HyperLTL and CTL∗. The formulas of Hyper-
CTL∗ are generated by the following grammar:

ϕ ::= aπ | ¬ϕ | ϕ ∨ ϕ | ϕ | ϕUϕ | ∃π. ϕ

We require that temporal operators only occur inside the scope of path quanti-
fiers. The semantics of HyperCTL∗ is given in terms of assignments of variables
to paths, which are defined analogously to trace assignments. Given a Kripke
structure K, the satisfaction of a HyperCTL∗ formula ϕ at a position i ∈ N,
denoted by K,Π, i |= ϕ, is defined as follows:

K,Π, i |= aπ iff a ∈ L
(
Π(π)[0 . . . i]

)
,

K,Π, i |= ¬ϕ iff Π,K, i 6|= ϕ,
K,Π, i |= ϕ1 ∨ ϕ2 iff K,Π, i |= ϕ1 or K,Π, i |= ϕ2,
K,Π, i |= ϕ iff K,Π, i+ 1 |= ϕ,
K,Π, i |= ϕ1 Uϕ2 iff ∃k ≥ i : K,Π, k |= ϕ2 and

∀i ≤ j < k : K,Π, j |= ϕ1,
K,Π, i |= ∃π. ϕ iff ∃p ∈ Paths(K,Π(ε)(i)) :

K,Π[π 7→ p, ε 7→ p], i |= ϕ,
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where ε is a special path variable that denotes the path most recently added to
Π (i.e., closest in scope to π). For the empty assignment Π∅, we define Π∅(ε)(i)
to yield the initial state. A Kripke structure K = (S, s0, δ,AP, L) satisfies a
HyperCTL∗ formula ϕ, denoted with K |= ϕ, iff K,Π∅ |= ϕ.

Expressiveness. HyperCTL∗ can express the flow of information that appears in
different branches of the computation tree. Consider, for example, the following
Kripke structure (taken from [8]):

s0:

a

...

a

...
...

...

An observer who sees a can infer which branch was taken in the first nondeter-
ministic choice, but not which branch was taken in the second nondeterministic
choice. This is expressed by the HyperCTL∗ formula

∀π.X∀π′.X (aπ ↔ aπ′).

Model checking. The modification to the model checking algorithm from Sec-
tion 2 needed to take care of branching time is to change to alphabet of the
automata from (2AP)n, i.e., tuples of sets of atomic propositions, to Sn, i.e., tu-
ples of states of the Kripke structure. The model checking algorithm is described
in detail in [10]. The algorithm again starts by translating the inner LTL formula
ϕ of the negated specification into an equivalent Büchi automaton A0 over the
alphabet (2AP)n; this automaton is then translated into an automaton over al-
phabet Sn by applying the labeling function L to the individual positions of the
tuple. The algorithm then proceeds as described in Section 2, eliminating in each
step one path quantifier. In the elimination of the quantifier, the automaton is
combined as before with the Kripke structure, ensuring that the state sequence
corresponds to a path in the Kripke structure. After n steps, all quantifiers have
been eliminated, and the language of the resulting automaton is, as before. over
the one-letter alphabet (consisting of the empty tuple). The HyperCTL∗ formula
is satisfied if and only if the language of the resulting automaton is empty.

6 HyperQCTL∗

HyperQCTL∗ [5] extends HyperCTL∗ with quantification over atomic proposi-
tions. The formulas of HyperQCTL∗ are generated by the following grammar:

ϕ ::= aπ | ¬ϕ | ϕ ∨ ϕ | ϕ | ϕUϕ | ∃π. ϕ | ∃p. ϕ

where a, p ∈ AP and π ∈ V. The semantics of HyperQCTL∗ corresponds to the
semantics of HyperCTL∗ with an additional rule for propositional quantification.
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In QPTL, a propositional quantifier over a proposition p determines a sequence in
(2p)ω; i.e., the value of the proposition depends on the position in the sequence.
In HyperQCTL∗, the quantification modifies the interpretation on the entire
computation tree.

K,Π, i |= ∃q.ϕ iff ∃L′ : S∗ → 2AP∪{q}. ∀w ∈ S∗.
L′(w) =AP\{q} L(w) ∧K[L′/L], Π, i |= ϕ.

We say that a Kripke structure K satisfies a HyperQCTL∗ formula ϕ, written
K |= ϕ, if K, ∅, 0 |= ϕ.

Expressiveness. HyperQCTL∗ is strictly more expressive than HyperCTL∗. In
particular, HyperQCTL∗ subsumes the extension of HyperCTL∗ with the knowl-
edge operator. The formula KA,πϕ states that the agent who can observe the
propositions A ⊆ AP on path π knows that ϕ holds. The semantics of KA,π is
defined (analogously to the linear-time version in Section 3) as follows:

K,Π, i |= KA,πϕ iff ∀p ∈ Paths(K, s0). Π(π)[0, i] =A p[0, i]→
T,Π[π 7→ p], i |=K ϕ

HyperQCTL∗ also has the same expressiveness as second-order modadic logic
equipped with the equal-level predicate (MSO[E]), i.e., the extension of FO[<,E]
(as defined in Section 3) with second-order quantification [5].

Model checking. The model checking problem of HyperQCTL∗ is undecidable [5].

7 Monadic Path Logic

Monadic path logic equipped with the equal-level predicate (MPL[E]) is the
extension of FO[<,E] (as defined in Section 3) with second-order quantification,
where the second-order quantification is restricted to full paths in the Kripke
structure.

Let V1 = {x1, x2, . . .} be a set of first-order variables, and V2 = {X1, X2, . . .}
a set of second-order variables. The formulas ϕ of MPL[E] are generated by the
following grammar:

ϕ ::= ψ | ¬ϕ | ϕ1 ∨ ϕ2 | ∃x.ϕ | ∃X.ϕ
ψ ::= Pa(x) | x < y | x = y | x ∈ X | E(x, y),

where a ∈ AP , x, y ∈ V1, and X ∈ V2. In the semantics of MPL[E], we assign
first-order variables to sequences of states that form a prefix of a path in the
Kripke structure, and second-order variables to the infinite prefix-closed sets of
prefixes of the paths of the Kripke structure.
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We define the satisfaction relation K,V1,V2 |= ϕ for a Kripke structure K
and two valuations V1,V2 as follows:

K,V1,V2 |= Pa(x) iff a ∈ L(V1(x))

K,V1,V2 |= x < y iff V1(x) v V1(y)

K,V1,V2 |= x = y iff V1(x) = V1(y)

K,V1,V2 |= x ∈ X iff V1(x) ∈ V2(X)

K,V1,V2 |= E(x, y) iff |V1(x)| = |V1(y)|
K,V1,V2 |= ¬ϕ iff K,V1,V2 6|= ϕ

K,V1,V2 |= ϕ1 ∨ ϕ2 iff K,V1,V2 |= ϕ1 ∨K,V1,V2 |= ϕ2

K,V1,V2 |= ∃x.ϕ iff ∃p ∈ S∗, p′ ∈ Paths(K, s0). p v p′∧
K,V1[x 7→ p],V2 |= ϕ

K,V1,V2 |= ∃X.ϕ iff ∃p ∈ Paths(K, s0). V1,V2[X 7→ Prefixes(p)] |= ϕ

where Vi[x 7→ v] updates a valuation, p1 v p2 denotes that p1 is a prefix of
p2, and Prefixes(p) is the set of prefixes of p. A Kripke structure K satisfies
a closed MPL[E] formula ϕ, written K |= ϕ, if T, ∅,V2 |= ϕ, where ∅ denotes
the empty first-order valuation and V2 assigns each free Xa in ϕ to the set
{p ∈ S∗ | a ∈ L(p)}.

Expressiveness. The expressiveness of MPL[E] falls strictly between HyperCTL∗

and HyperQCTL∗. Like HyperQCTL∗, MPL[E] can, however, express the prop-
erties of HyperKCTL∗, i.e., the extension of HyperCTL∗ with the knowledge
operator [5].

Model checking. Similar to the model checking algorithm of Section 2, we reduce
the model checking problem of MPL[E] to the language emptiness problem of a
Büchi automaton. Let ϕ be the negation of the given formula. We translate ϕ into
an automaton A over the tuple alphabet (S ∪{⊥})V1∪V2 such that the language
of A is empty iff the original formula is satisfied by the Kripke structure. The
automaton is constructed recursively as follows:

– If ϕ = Pa(x), then A accepts all infinite sequences where the first time the
component of component of x becomes ⊥ at some point, and stays ⊥ from
thereon after, and a is contained in L(w) where w is the sequence of states
in x’s component up to that point.

– If ϕ = x < y, then A accepts all infinite sequences where the components of
x and y each become and stay ⊥ at some point, and until x becomes ⊥ the
components are the same.

– If ϕ = x=y, then A accepts all infinite sequences where the components
of x and y each become and stay ⊥ at the same point, and until then the
components are the same.

– If ϕ = x ∈ X, then A accepts all infinite sequences where the component of
x becomes and stays ⊥ at some point, and until then the components of x
and X are the same.
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– If ϕ = E(x, y), then A accepts all infinite sequences where the components
of x and y become and stay ⊥ at the same point.

– If ϕ = ¬ψ, then we first compute and negate the automaton for ψ. A is then
the intersection of that automaton with an automaton that ensures that, for
every x ∈ V1, the component of x eventually becomes and stays ⊥.

– If ϕ = ∃x.ψ, then we first compute the automaton for ψ. We then combine
the automaton with the Kripke structure to ensure that the component for
x forms a prefix of a path in the Kripke structure and ends in ⊥. A is then
the existential projection of that automaton, where the component for x is
eliminated.

– If ϕ = ∃X.ψ, then we also first compute the automaton for ψ. We then com-
bine the automaton with the Kripke structure to ensure that the component
for X forms a full path in the Kripke structure. A is then the existential
projection of that automaton, where the component for X is eliminated.

8 Conclusions

We have studied the hierarchy of hyperlogics from the perspective of the model
checking problem. For the logics considered here, HyperQPTL is clearly the
most interesting linear-time logic, because it can still be checked using the basic
model checking algorithm, while for more expressive logics like HyperQPTL+

and S1S[E] the model checking problem is already undecidable. Among the
branching-time logics, MPL[E] has a similar position, more expressive than
HyperCTL∗, but, unlike HyperQCTL∗, still with a decidable model checking
problem.

From a practical point of view, the key challenge that needs to be addressed
in all these logics is the treatment of quantifier alternations. In the model check-
ing algorithm quantifier alternations lead to alternations between existential and
universal projection on the constructed automaton. Such alternations can in the-
ory be implemented using complementation; in practice, however, the exponen-
tial cost of complementation is too expensive. Model checking implementations
like MCHyper therefore instead rely on quantifier elimination via strategies [6].
In this approach, the satisfaction of a formula of the form ϕ = ∀π1.∃π2.ψ is an-
alyzed as a game between a universal player, who chooses π1, and an existential
player, who chooses π2. The formula ϕ is satisfied if the existential player has a
strategy that ensures that ψ becomes true.
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